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ABSTRACT
In recent years, research on the detection and mitigation of non-line-of-sight (NLOS) conditions in the context of ultra-wideband ranging has received increasing attention. As a result, numerous statistical and machine learning methods have been proposed, and a selection of datasets has been made available to the community. In an attempt to benchmark the performance of state-of-the-art NLOS classification and error correction techniques on a newly-built ultra-wideband testbed at our premises, we have observed how reusing publicly-available datasets and applying existing solutions is a complex and error-prone task. Indeed, a multitude of minor details in the selection, pre-processing, collection, labeling, and blending of datasets can have a profound impact on the correctness of the employed methods and on the achieved performance. In this paper, we summarize the lessons we have learned, pointing out potential pitfalls and distilling a few recommendations for researchers and practitioners approaching this research domain.

CCS CONCEPTS
• Computer systems organization → Embedded systems; • Networks → Location based services.
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1 INTRODUCTION
Ultra-wideband (UWB) has recently become the technology of choice to develop highly-accurate indoor localisation systems. Due to its excellent temporal resolution and resilience to multi-path interference, UWB technology allows to obtain cm-level accurate distance measurements. The popularity and ubiquity of UWB devices is set to increase in the coming years, as big industry players such as Apple, Samsung, BMW, and Volkswagen, have started integrating UWB transceivers into their smartphones and cars. Moreover, several system providers have emerged, (e.g., Ubisense, Kinexon, and Sewio), fueling the adoption of UWB services, and paving the way for applications such as asset tracking.

Poor performance in NLOS conditions. Unfortunately, the precision and accuracy of UWB rangings degenerate when obstacles partially or fully occlude the direct path between two devices. These non-line-of-sight (NLOS) conditions hinder UWB transceivers from accurately measuring the time-of-arrival (ToA) of packets, which is used to estimate the distance between devices in the two-way ranging (TWR) process. Detecting the presence of NLOS conditions and correcting their impact on ranging measurements is hence important, and has triggered a large body of research work. Several solutions use statistical methods [3, 14], such as using the variance of consecutive ranging measurements for NLOS classification. Other approaches [6, 9] use channel statistics extracted from the channel impulse response (CIR) of received packets. Due to the complex interplay between obstacles, the surrounding environment, and its impact on the CIR, there has been an increased interest in using machine learning (ML) models for NLOS classification and error correction. Maranò et al. [7, 13] were among the first to use channel statistics extracted from the CIR as features to train support vector machines (SVMs) for NLOS classification and for correcting the ranging errors introduced by NLOS conditions. More recently, a plethora of works [1, 4, 12] have emerged using various types of deep neural networks for NLOS error classification and correction.

Applicability and performance of existing solutions. Despite this large body of work, the performance of the proposed solutions in different real-world settings has not been studied in detail yet. In fact, most of the existing studies tackling the NLOS problem train and evaluate the proposed ML models using self-collected data. For example, Bregar et al. [4] and Angarano et al. [1] collect data in different rooms, and use some rooms for training and other rooms for testing. Stocker et al. [11], instead, collect data in different environments and do not differentiate among them during training/testing, while making sure to never test at a location whose datapoints were used for training. This limits the generality of the results (as they

1Both authors contributed equally to this research.
have rarely been validated by others in different settings), and calls for studies and benchmarking initiatives to better understand the performance of existing solutions in the wild.

Also the ease of reuse and applicability of existing solutions has not been the focus of existing research. Based on our experience, reusing publicly-available datasets and applying existing solutions is a complex and error-prone task. On the one hand, no pre-trained models are publicly available, which means that they must be re-created and re-trained before deployment. On the other hand, a plethora of tiny details in the selection, pre-processing, collection, labeling, and blending of datasets can strongly affect performance.

Contributions. In this paper, we benchmark the performance of existing NLOS classification and error correction techniques trained with publicly-available datasets on our newly-built UWB testbed. Our experiments show, among others, that the achieved classification and especially the error correction performance can vary tremendously due to tiny details in the selection, pre-processing, collection, labeling, and blending of datasets. Despite many attempts, the achieved NLOS classification and error correction performance in our testbed environment is – even with the best configuration – often lower than the one presented by related works training and testing their solution using an own dataset. Moreover, the performance changes drastically as a function of the employed training dataset, and it does not necessarily increase when blending more datasets together. After presenting our experimental results, we summarize all the lessons we have learned during our investigation, pointing out potential pitfalls and distilling a few recommendations for researchers and practitioners approaching this research domain.

Paper outline. The paper proceeds as follows. § 2 introduces the reader to UWB technology and to the NLOS problem, illustrating relevant related works in the field. § 3 describes our attempt in benchmarking existing solutions in our testbed, and provides an overview of the used datasets, models, and obtained results. § 4 compiles a list of the most relevant insights we obtained during our benchmarking effort in form of lessons and recommendations. § 5 concludes the paper with an outlook on future work.

2 A PRIMER ON UWB AND NLOS

UWB systems utilize a bandwidth of ≥ 500 MHz, and are thus able to communicate by sending very short pulses (∼ 2ns). This results in several benefits: among them is the high temporal resolution of incoming signals, meaning that UWB receivers can precisely separate multi path components (MPCs) from the LOS component (also called first path – FP) of a received signal and precisely determine the time-of-arrival (ToA) of packets. The ToA is used to determine a packet’s time-of-flight (ToF), which is proportional to the distance between transmitter and receiver. Two UWB devices can hence estimate the ToF and derive their distance by exchanging several messages, e.g., with the two-way ranging (TWR) process.

A crucial step for accurate ToA estimation is the analysis and correct identification of the FP within the CIR. The latter essentially contains information about propagation paths of the radio signals in the environment and is generated in the UWB receiver by accumulating several preamble symbols. The number of accumulated preamble symbols is reported in the preamble accumulation counter (RXPACC register in the popular Qorvo DW1000 radio).
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perform double-sided TWR to 13 surrounding anchors (8–10 of which in LOS, and 3–5 in NLOS). For each tag’s position, we vary the tag’s orientation in 45° steps: this results in a dataset with 54175 points, and we refer to this as “tag-to-anchor” (TTA) dataset. All measurements are taken using channel 5, a transmission power of 14.4 dBm, and 128 preamble symbol repetitions. We record the reported distance, the amount of accumulated preamble symbols, and 400 samples of the CIR with 64 MHz pulse repetition frequency.
Obstacles. We perform measurements within a range of 10 m. Node pairs without obstacles in between are labelled as LOS. We also place three types of obstacle (wood panel, metal sheet, and two pyramid foam absorbers placed back-to-back, as shown in Fig. 2) between node pairs, and label the measurements according to the obstacle type. All obstacles have a dimension of 50x50 cm, with the wood panel and metal sheet being 2 cm and 2 mm thick, respectively. Obstacles are placed at 0.4 m from an anchor in the ATA dataset, and at 0.2, 0.5, and 0.8 m from the tag in the TTA dataset.

3.2 Considered ML Models
We investigate two widely-adopted ML models: SVMs and extreme
XGBoost trees (XGBoost)2. While SVMs have often been used for NLOS classification and error correction [1, 2, 4, 7, 11], the use of XGBoost trees is relatively new in this field. XGBoost trees use an ensemble of small decision trees that learn from the residual errors of the previous tree to achieve superior performance compared to a single decision tree. XGBoost trees typically use a set of manually-extracted features [8], but we have found that supplying the raw CIR to XGBoost trees yields comparable results to an SVM, while not relying on manually-extracted features3.

SVM implementation. We use the scikit learn library4 with its default parameters, specifically a radial basis function as the kernel and a C value of 1. The employed SVM uses manually-extracted features from 172 samples of the CIR, where the FP index is set to 20
XGBoost implementation. We use the library by dmil/xgboost6 and use 172 samples of the CIR as input with the FP at index 207.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>NLOS classification MAE</th>
<th>NLOS error correction MAE</th>
<th>NLOS error correction NLOS NLOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>SVM</td>
<td>0.39 / 0.71</td>
<td>0.22 / 0.44</td>
<td>0.19 / 0.41</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.46 / 0.31</td>
<td>0.44 / 0.71</td>
<td>0.09 / 0.71</td>
</tr>
<tr>
<td>ST</td>
<td>SVM</td>
<td>0.17 / 0.71</td>
<td>0.51 / 0.64</td>
<td>0.97 / 0.71</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.17 / 0.71</td>
<td>0.51 / 0.64</td>
<td>0.97 / 0.71</td>
</tr>
</tbody>
</table>

Table 1: Baseline performance of SVM and XGBoost. We perform in-dataset analysis using the BR and ST datasets.

3.3 Reused Public Datasets
In our evaluation, we consider four publicly-available datasets.
Dataset BR. Bregar et al. [4] published two datasets recorded in residential and office environments: one for NLOS classification (BR1) and one for NLOS error correction (BR2). The former does not contain true range information and hence no NLOS error correction can be performed. Dataset BR2, instead, can be used for both classification and correction. Both datasets use channel 2, and do not contain info about the type of obstacles between devices.
Dataset ST. Stocker et al. [11] published a dataset suitable for both NLOS classification and error correction. The measurements, collected on channel 5, are labelled as LOS, WLOS (weak LOS) for small obstacles such as monitors, chairs, or people, and NLOS for larger obstacles such as concrete walls and metal doors. Since other datasets do not distinguish between three classes, we merge WLOS and NLOS into a unified NLOS label.
Dataset AN. Angarano et al. [1] published a dataset for NLOS error correction. As discussed in § 4.1, we later omit this dataset, as it does not provide preamble accumulation count information, which is essential to normalize the CIR for comparison to other datasets.

3.4 Experimental Results
We discuss the results of our experimental campaign, starting with a description of the considered performance metrics.

Performance metrics. NLOS error correction results are evaluated using the R² score5 and the mean absolute error (MAE). NLOS classification results are evaluated using four common metrics, namely the F1, accuracy, precision, and recall score6. All classification scores are weighted, so to maintain a balance across LOS/NLOS classes and avoid a biased score in case of unbalanced datasets. Note that scores close to 1 and mean absolute errors close to 0 are desired.
Baseline performance. Before assessing how the considered ML models perform in our testbed, we quantitatively evaluate their NLOS classification and error correction performance when training and testing them on the same dataset, i.e., we perform an in-dataset evaluation10. Tab. 1 shows the performance of SVM and XGBoost when using the BR and ST datasets11. We use these results as a baseline to gauge how well existing techniques perform when tested on the ATA and TTA datasets collected in our testbed.

5The R² score (coefficient of determination) is 1 if the prediction is perfect, 0 when it predicts a constant value, and negative when its prediction is arbitrary.
6Precision is the ratio of the true positives (TP) and the TP plus false positives. Recall is the ratio of TP and the TP plus false negatives. F1 is the harmonic mean between recall and precision. Accuracy is the ratio of TP plus true negatives over all predictions.
7We do so by using a 5-fold cross-validation, i.e., we split the dataset in five chunks and train the ML model on four of them, while testing on the fifth chunk. This process is repeated five times until all five chunks are used as testset at least once. Note that this procedure is performed for all in-dataset evaluations presented in § 3 and § 4.
8Despite re-implementing and re-training the models ourselves, the measured performance aligns fairly well with that reported in the original papers.
Table 2: Performance of SVM and XGBoost on the TTA dataset when using individual and mixed datasets for training. The best configurations are highlighted with a gray background.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>NLOS classification</th>
<th>NLOS error correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F1</td>
<td>Accuracy</td>
</tr>
<tr>
<td>BR1</td>
<td>SVM</td>
<td>0.79</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.74</td>
<td>0.56</td>
</tr>
<tr>
<td>BR2</td>
<td>SVM</td>
<td>0.74</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.74</td>
<td>0.72</td>
</tr>
<tr>
<td>ST</td>
<td>SVM</td>
<td>0.77</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.77</td>
<td>0.72</td>
</tr>
<tr>
<td>ATa</td>
<td>SVM</td>
<td>0.72</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.74</td>
<td>0.60</td>
</tr>
<tr>
<td>MD1</td>
<td>SVM</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.77</td>
<td>0.74</td>
</tr>
<tr>
<td>MD2</td>
<td>SVM</td>
<td>0.70</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.63</td>
<td>0.48</td>
</tr>
<tr>
<td>MD3</td>
<td>SVM</td>
<td>0.75</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.77</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Testbed performance. We train SVM and XGBoost using the ST, BR, and ATA datasets individually, and test them on TTA. The first four rows of Tab. 2 show the obtained results. The classification performance when using BR1 and ATA is very poor, whereas the one measured using BR2 and especially ST is not too far from the baseline values in Tab. 1. The error correction performance becomes low, with close to zero or negative $R^2$ scores for all individual datasets. Hence, we seek to mix multiple datasets to boost performance.

Merging datasets. We explore three configurations (listed as the last three rows of Tab. 2): (i) MD1, consisting of ST + BR2, (ii) MD2, consisting of ST + ATA, and (iii) MD3, consisting of ST + BR2 + ATA. We distill four main observations from our results. First, combining ST and BR2 slightly improves both the classification and error correction performance compared to that obtained when training using the two individual datasets. Second, adding ATA to any other dataset reduces the classification performance for both SVM and XGBoost, but increases the error correction performance of XGBoost significantly. Third, the measured performance is rather irregular across the board: only MD1 performs best for both classification and error correction on the SVM, whereas different datasets combinations achieve the best classification/error correction scores with XGBoost. Fourth, among the ML models, XGBoost exhibits the best error correction performance. Moreover, the performance trend of XGBoost seems more predictable when combining datasets.

4 LESSONS LEARNED

While deriving the results in § 3.4, we have learned several insights and lessons, which we enumerate next. These relate to the selection and pre-processing of a dataset (§ 4.1), to the collection and labeling of data (§ 4.2), and to the combination of multiple datasets (§ 4.3).

4.1 Dataset Selection and Pre-processing

In order to train the ML models, the first step consists in selecting one (or some) of the publicly-available datasets, and in preprocessing them for further evaluation. Although these seem like relatively trivial steps, they hide several pitfalls, as discussed next.

We do not consider measurements taken with the wood panel for classification, as they are misclassified $\approx$ 50% of the time and only have an MAE of 12 cm (see § 4.2).

This implies that adding training data from the same environment (ATA and TTA are collected in the same testbed) may be necessary to achieve a sufficient level of NLOS error correction. We verify this observation in § 4.3 using also the ST and BR2 datasets.

We believe that providing the CIR as input provides better generalization capabilities than using static features, and we will verify this in future work.

We chose a value of 4 as this is the expected difference in CIR amplitude when using a preamble that is four times longer, e.g., PSR=128 vs. PSR=512.

L1: Not all publicly-available datasets are usable. The lack of preamble accumulation count information in a dataset prevents a correct scaling of the CIR, which causes a significant degradation in the performance of NLOS classification and error correction.

As outlined in § 2, UWB receivers accumulate several preamble symbols to derive a CIR estimate, and the CIR’s absolute values depend on the amount of accumulated symbols. Since the raw CIR as well as features derived from the CIR’s amplitude are often used in the training and inference process [1, 4, 7, 11], the performance of several NLOS classification and error correction approaches would highly suffer from a wrong CIR scaling. Hence, if a dataset does not provide preamble accumulation count info, the CIR cannot be scaled, which results in a poor performance. This is the case for the AN dataset, which we hence exclude from our analysis. To exemplify the importance of CIR scaling based on the preamble accumulation count, we perform an in-dataset performance analysis using the ST dataset by multiplying the CIR values of the testset by a factor of 1.25. Compared to the baseline in Tab. 1, the F1 score of the SVM and XGBoost classifiers drops by 18.3% and 46.9%, respectively.

L2: Not all CIRs are collected equal. The FP within a CIR is not always at the same index, and can be dissimilar in different datasets.

Moving the FP to the same index across datasets is necessary to gain high NLOS classification and error correction performance.

The DW1000 radio does not always place the detected FP at the same index within the CIR window. As the radio returns the detected FP index, some of the publicly-available datasets pre-process the CIR and move the detected FP to be always at a fixed index (e.g., 5 for [1]). However, the FP index may not be the same across different datasets, and it must be ensured that the FP indexes match when performing cross-dataset evaluation. This is especially important when NLOS algorithms rely on absolute time information within the CIR: an example of this are SVM features such as the mean excess delay.

Figure 3: Exemplary impact of FP misalignment on the performance of NLOS classification and error correction. When the FP index of training and testing dataset is not aligned, SVM and XGBoost tend to misclassify LOS as NLOS and the $R^2$ score drops.
Before the detected FP can be caused either by an attenuated FP or by MPCs, which can be valuable information for NLOS error correction methods. To investigate our assumption, we perform some in-dataset analysis on ST, where we test the error correction performance of SVM and XGBoost when either 20, 5, or 2 samples are provided before the detected FP. Fig. 4 shows the results of our analysis: we observe a drop of the $R^2$ score by 75% and 68% for the XGBoost and SVM models, respectively. This trend is also reflected by an increase of the residual mean absolute error.

## 4.2 Dataset Collection and Labeling

Also the way data is collected and labelled can greatly affect the classification and correction performance, as discussed next.

### L4: RSS-dependent distance bias affects the performance of error correction. The distance estimates of the DW1000 are subject to a distance-dependent error (bias). Correcting this bias on LOS and NLOS measurements increases the correction performance.

Even in LOS conditions, the DW1000 radio’s distance estimate is subject to a received signal strength (RSS) dependent error, called bias, and needs to be corrected. Since the RSS values provided by the DW1000 are not accurate enough, the bias is calculated by using the estimated distance \[5\]. So far, it has not been studied how the bias correction affects NLOS measurements and whether it improves or worsens the performance of error correction. To answer this, we perform two experiments in which we train and test XGBoost on the ST dataset with and without bias correction. Fig. 5(a) shows the cumulative error distribution of LOS and NLOS measurements prior error correction, revealing that subtracting the calculated bias reduces the error of LOS measurements but increases the error of NLOS measurements. Fig. 5(b) shows the impact of bias correction after using XGBoost to correct the ranging error: the 50 percentile error is reduced by 31.12% in LOS (from 16.2 cm to 11 cm) when the training and testing datasets use bias correction. We conclude that the ML model does not learn how to correct the RSS-dependent bias in the LOS case, but achieves the same NLOS correction with and without bias. The bias correction should hence always be used.

### L5: Wrong labeling reduces the performance. Not all obstacles sufficiently affect the range measurements and manifest in the CIR. Labeling measurements with such obstacles (e.g., wood panels) as NLOS can greatly affect the performance and should be avoided.

When training a classifier for NLOS classification, it is essential that labeling is correct. Fig. 6 shows the F1, accuracy, precision, and recall scores for SVM (a) and XGBoost (b) when trained on the ST dataset and tested on the combined ATA and TTA datasets as a function of the obstacle type. When evaluating on datasets obtained with all three obstacle types, we can observe that the F1 score is around 0.20 lower compared to the performance obtained performing an in-dataset evaluation using ST. Specifically, for both SVM and XGBoost, the classification performance is significantly lower when considering measurements obtained with the wood panel acting as obstacle (its presence is misclassified as LOS in more than 50% of the cases). Indeed, the MAE of NLOS measurements using the wood panel is \approx 12\,cm and is close to the typical LOS measurements errors (\approx 10\,cm).

### L6: Labeling based on the ranging error is a valid alternative to manual NLOS labeling. We observed on par classification performance when using manually-collected NLOS labels and synthetic labels derived by applying a threshold on the ranging error. Automatically generating LOS and NLOS labels based on the ranging error is an effective way to avoid time-consuming and labor-intensive labeling efforts. We show this by labeling a measurement as NLOS whenever the error is larger than a threshold $th_{NLOS}$ as LOS when it is lower. To find an optimal threshold value $th_{NLOS}$, we use the ST dataset and sweep $th_{NLOS}$ between 4 cm and 20 cm. For each threshold value, we train and test a model on the whole dataset via 5-fold cross-validation. Fig. 7(a) shows the performance of the XGBoost classifier as a function of $th_{NLOS}$ values, revealing that thresholds around 15 cm are optimal (we have observed a similar trend also with BR2), as the F1 and accuracy scores are at about 75%. Fig. 7(b) shows a positive correlation between $th_{NLOS}$ and the MAE of measurements classified as LOS by XGBoost, i.e., choosing a smaller $th_{NLOS}$ during training makes the ML model more sensitive to detect measurements with larger errors.

### L7: Labeling based on the ranging error is not a silver bullet. Corner cases such as the classification of wooden obstacles as LOS or NLOS remain difficult even when labeling based on the ranging error.
4.3 Evaluations with Crossed & Blended Datasets

§ 3.4 has shown that the performance measured when testing on the TTA dataset is rather irregular across ML methods and various combinations of datasets. We analyze next, whether this is specific to the dataset collected in our testbed, or whether it also applies when performing a cross-dataset evaluation across public traces.

L8: Cross-dataset performance is highly irregular. Also when training and testing across public datasets taken in different settings, the performance is worse than when performing in-dataset testing. Fig. 9 shows the in-dataset and cross-dataset classification performance of the SVM (a) and XGBoost classifier (b) for different combinations of ST and BR. Both classifiers perform well during in-dataset evaluation: the F1 score is 89.1% and 85.5% for SVM and XGBoost, respectively, with the BR1 dataset. Similar results are obtained when using ST, with an F1 score of 82.4% and 77.1% for SVM and XGBoost.

The performance is vastly different when performing cross-dataset evaluation. When training on BR1 and testing on ST, the F1 score drops to 35.7% for SVM and 19% for XGBoost. The drop is not symmetric: when using ST for training and BR1 for testing, the F1 score is around 70–75% for both models. When evaluating the error correction performance, we observed that when training on ST and testing on BR2, the MAE of LOS/NLOS measurements is 19/54 cm, compared to 17/41 cm when performing an in-dataset evaluation. The performance is worse when training on BR2 and testing on ST: the MAE of LOS/NLOS measurements is 38/48 cm, compared to 13/22 cm when performing an in-dataset evaluation.

L9: Adding traces collected in similar environments for training is highly recommended when performing correction. Adding training data from the testing environment may be needed to improve the performance of error correction to an acceptable level. Fig. 10 shows that adding training data from BR2 to ST improves the cross-dataset correction performance of XGBoost when testing on BR2 in terms of an increased $R^2$-score and reduced MAE (a). The same trend is visible when adding training data from ST to BR2 while testing on ST (b), as well as when using mixed datasets and testing on TTA (c). This trend is not visible when using SVM.

5 CONCLUSIONS AND FUTURE WORK

We evaluate the NLOS classification and error correction performance obtained with SVMs and XGBoost trees using public datasets and traces collected in our UWB testbed. After presenting our results, we summarize key insights we have learned during this study, hoping they will be useful to researchers and practitioners approaching this research area for the first time. As next steps, we plan to add DNNs to the set of benchmarked ML models, and to analyze how to best perform automatic labeling based on the ranging error.
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