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ABSTRACT

Ultra-wideband (UWB) devices operate only on a few frequency

channels and commonly lack clear channel assessment capabilities:

this makes it difficult to support several devices operating concur-

rently within a single network or to avoid coexistence issues with

other UWB-based systems operating in close proximity. To address

this issue, the IEEE 802.15.4 standard proposes the use of complex

channels (i.e., diverse combinations of frequency channels and pre-

amble codes) to enable multiple orthogonal transmissions. However,

existing studies have shown that concurrent UWB transmissions

on different complex channels are unreliable and incur high packet

loss. In this paper, we investigate and shed light on the reason for

this packet loss. We then present concrete methods to boost the reli-

ability of concurrent UWB communications over different complex

channels and demonstrate their effectiveness experimentally. In

detail, we show that the synchronization and clock frequency offset

among concurrent transmitters as well as the employed physical

layer settings can be used to increase communication performance

over different complex channels. Our study shows the feasibility

of more than eight concurrent UWB transmissions on the same

frequencies, sustaining a packet reception rate above 99% while

retaining the ability to carry out centimetre-accurate ranging.
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1 INTRODUCTION

Ultra-wideband (UWB) has recently become one of the reference

technologies to build location-aware Internet of Things (IoT) appli-

cations, and its integration into modern vehicles and smartphones

has led to a rapidly increasing number of UWB devices on the mar-

ket [1, 42]. UWB-based smart access and keyless entry systems have

indeed become ubiquitous [20, 38], along with UWB-based services

for robot navigation [40, 64] and social interaction tracking [6, 36].

Dealing with concurrent operations. The proliferation of UWB

devices and their growing popularity increase the need to scale up

UWB systems so that they can support – within a single network –

hundreds to thousands of devices frequently communicating with

each other (e.g., in the context of real-time positioning and tracking

in manufacturing and logistics [50, 55]). This entails the ability

to coordinate the UWB devices in the network, so that they can

operate (i.e., exchange data, perform ranging) concurrently without

sacrificing performance. At the same time, one also need to coexist

with other UWB systems co-located in the same physical space [43],

which is hard among independent networks.

Table 1: UWB channels and regulatory limitations.

IEEE 802.15.4 UWB channel

1GHz 3 — 4.75 GHz 6 — 10.25 GHz

0 1 2 3 4 5 6 7 8 9 101112131415

UWB radio

DW1000 [18] ✓ ✓ ✓ ✓ ✓ ✓

DW3000 [19] ✓ ✓

SR040 [48] ✓ ✓ ✓ ✓

SR150 [49] ✓ ✓ ✓ ✓

U100 [51] ✓ ✓

U1 [63] ✓ ✓

Regulatory

Europe ∼ ∼ ∼ ∼ ✓ ✓ ✓ ✓ ✓ ✓

Korea& Japan ∼ ∼ ∼ ∼ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

China ✓ ✓ ✓ ✓ ✓ ✓

USA ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

∼ Limited access using low duty cycle or “detect-and-avoid” techniques.

Channels prone to cross-technology interference with Wi-Fi devices.
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In traditional wireless systems, collisions across co-located devices

transmitting concurrently are commonly avoided by using car-

rier sense multiple access (CSMA) techniques, by allocating non-

overlapping time-slots for transmission (i.e., using TDMA schemes),

and/or by configuring the devices to use distinct frequency channels

(i.e., using FDMA schemes).

UWB-specific limitations. Unfortunately, CSMA techniques can-

not be easily implemented in UWB systems, as the low signal energy

makes it hard to perform energy detection, and as off-the-shelf

UWB devices do not offer alternative clear channel assessment

(CCA) methods [10]. Moreover, the number of frequency chan-

nels available for UWB systems is very limited. In fact, whilst the

IEEE 802.15.4 standard defines up to 16 UWB channels, only a subset

of these are usable in practice. On the one hand, off-the-shelf UWB

transceivers commonly support only a few channels, as shown in

Tab. 1. This is due to the inherent complexity of supporting many

channels with a large bandwidth. For example, the Qorvo DW1000

– one of the first UWB radios, and still one of the most widely-used

chips in research and in commercial products – supports only six

out of 16 channels. Modern off-the-shelf UWB transceivers (such as

the Qorvo DW3000, NXP SR150, and Apple U1) support only two

or four channels. On the other hand, as also shown in Tab. 1, the

number of UWB channels available for worldwide use is limited

by regulatory constraints [12, 22], imposing duty cycle restrictions

or enforcing interference avoidance techniques (such as “detect-

and-avoid”) that have not been implemented in off-the-shelf UWB

transceivers yet. Several UWB channels also overlap with the fre-

quencies used byWi-Fi 6E andWi-Fi 7 devices, and are hence likely

to experience high packet loss [7, 53]. As a result, to ensure global

acceptance and interoperability across platforms, UWB systems

often need to operate on channels 5 and 9 only. This limits the fre-

quency diversity across co-located UWB systems, and makes it hard

to schedule concurrent activities within the same large-scale net-

work using TDMA schemes [60]. The latter, in fact, are unsuitable

for UWB networks with a large number of devices [3, 50].

Complex channels to the rescue? To cope with these limitations

and enable multiple UWB transmissions on the same frequency

channel, the IEEE 802.15.4 standard [31] outlines the concept of

complex channels, i.e., a combination of frequency channels and

preamble codes (see § 2). While the use of preamble codes sent with

different pulse repetition frequency (PRF) allows non-interfering

concurrent transmissions on the same frequency [16, 62], only

three different PRFs are defined by the standard, and only few of

them are implemented by off-the-shelf radios (mainly due to the

reduced reliability [29] and ranging performance [44] of the lower

PRFs). The use of different preamble codes sent with the same PRF

should also allow non-interfering concurrent transmissions on the

same frequency channel [31]. However, this is not true in practice,

as reported by Qorvo [16, 18], and as demonstrated by Vecchia

et al. [62], who reported packet loss rates between 42% and 53%

when two concurrent transmitters employ preamble codes having

the same PRF. Therefore, concurrent transmissions over different

complex channels may still interfere and lead to high packet loss,

unless the employed preamble codes have different PRFs.

The gap to fill. This state of affairs is problematic: the lack of

frequency channels, the few PRFs available, and the insufficient

reliability of complex channels when using preamble codes sent

with the same PRF, hinder the design of scalable UWB systems and

hampers coexistence. However, we argue that the full potential of

complex channels has not been harnessed yet. The limited research

on the topic [3, 62] has only investigated the performance of com-

plex channels in a few scenarios, on a limited set of physical layer

(PHY) settings, or using a small number of concurrent transmitters.

Our contributions. This paper presents a detailed experimental

study on the reliability of concurrent UWB transmissions over sev-

eral complex channels, and proposes concretemethods to effectively

improve their performance. To get a better understanding of how

concurrent transmissions on different complex channels perform,

we carry out a large experimental campaign on a real-world testbed,

in which we examine the packet loss rate and signal quality of con-

current transmissions across several test scenarios as a function of

various low-level configurations and PHY settings. This allows us

to confirm and generalize earlier findings, e.g., that a tight synchro-

nization across concurrent transmitters increases reliability [62].

Moreover, we identify clock detuning and fine-tuning of PHY settings

as levers to further improve communication performance.

We then leverage our findings to derive concrete device configura-

tions enabling several co-located UWB devices to reliably transmit

data simultaneously despite using preamble codes sent with the

same PRF. We demonstrate experimentally that some of these con-

figurations enable more than eight concurrent UWB transmissions

on the same frequencies sustaining a packet reception rate (PRR)

above 99 %, significantly advancing the state of the art. We further

show that our proposed configurations do not affect the accuracy

and precision of rangingmeasurements, i.e., that they can be used to

improve and scale up UWB systems while retaining their ability to

carry out centimetre-accurate ranging. Hence, our work enables the

design of large-scale UWB systems and maximizes the coexistence

across co-located devices.

Paper outline. After introducing UWB technology and complex

channels (§ 2), we describe our experimental setup (§ 3) and show

empirically the importance of synchronizing concurrent transmit-

ters (§ 4), fine-tuning PHY settings (§ 5), and detuning the clock so

to introduce a clock frequency offset across transmitters (§ 6). We

then distil our findings and derive concrete device configurations,

evaluating their scalability and impact on ranging (§ 7). We con-

clude the paper after discussing open challenges (§ 8) and related

work (§ 9).

2 PRIMERONUWBCOMPLEXCHANNELS

This section introduces key aspects of UWB technology (§ 2.1) and

illustrates the concept of complex channels (§ 2.2).

2.1 The IEEE 802.15.4 UWB PHY

Support for high rate pulse repetition frequency (HRP)-UWB PHY

was added to the standard for low-power wireless personal area net-

works in 2007 as part of the IEEE 802.15.4a amendment [30]. UWB’s

large channel bandwidth provides a high timing resolution, en-

abling an accurate estimation of the time-of-flight (ToF) and hence

of the distance between devices. The IEEE 802.15.4z amendment

released in 2020 enhances the existing UWB PHYs with higher data

rates, improved security, and increased robustness [54].
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Figure 1: Structure of a UWB frame [30].

UWB frame structure. Fig. 1 illustrates the high-level structure

of an IEEE 802.15.4-compliant UWB frame. Each frame starts with

a synchronization header (SHR) consisting of a preamble (i.e., a

repeating sequence of preamble symbols), as well as a start-of-frame-

delimiter (SFD). A preamble symbol is roughly 1 µs long and is built

as a sequence of pulses drawn from a ternary alphabet (-1, 0, 1),

corresponding to a positive, absent, or negative pulse, respectively.

The sequence of pulses of a preamble symbol is called preamble

code (detailed in § 2.2). The SFD marks the end of the SHR and the

start of the data portion. The time at which the first symbol after

the SFD is received, called rmarker, is used to calculate the ToF.

Each frame’s data portion consists of a physical layer header (PHR)

and a payload. The PHR contains general information about the

transmitted frame, such as its length, preamble duration, and the

used data rate. The integrity of the PHR is secured using six single-

error correction, double-error detection (SECDED) bits. Within the

payload, 127 bytes of data can be transmitted, including two cyclic

redundancy check (CRC) bytes at the end of the frame. In addition

to the CRC, a forward error correction (FEC) scheme uses Reed-

Solomon codes to ensure the integrity of the data portion. Within

the data portion of a UWB frame, information is encoded using

burst position modulation (BPM), and a parity bit is encoded using

binary-phase shift keying (BPSK).

PHY settings. Off-the-shelf UWB radios offer the ability to fine-

tune performance by varying several PHY settings [29, 44]. We give

next an overview of the most relevant ones.

Preamble symbol repetitions (PSR).The length of the preamble within

the SHR is variable and determined by the PSR. While the standard

foresees four possible PSR (16, 64, 1024, or 4096), off-the-shelf UWB

transceivers may support additional ones (e.g., the Qorvo DW1000

enables the transmission of preambles with a length of 128, 256, or

512 preamble symbols).

Mean pulse-repetition frequency (PRF). The mean PRF determines

the average frequency at which UWB pulses are transmitted. The

standard originally defined three PRFs: 4, 16, and 64MHz, with

the IEEE 802.15.4z amendment introducing also PRFs of 124.8 and

249.6MHz. The Qorvo DW1000 and DW3000 radios only support

PRFs of 16 and 64MHz.

Data rate. The data portion (PHR and payload) can be transmitted at

a data rate of either 110 kbit/s, 850 kbit/s, 6.8Mbit/s or 27.24Mbit/s.
Notably, the default data rate for the PHR is 850 kbit/s. Only when

choosing the lower data rate for the payload (110 kbit/s), also the

PHR will be sent at this speed.

SFD sequence. The code for the SFD is derived from a ternary se-

quence foldedwith the selected preamble code. The chosen data rate

determines the length of the SFD sequence. For the low data rate of

110 kbit/s, the sequence consists of 32 symbols, whereas the higher

data rates use a short, 8-symbols sequence. The IEEE 802.15.4z stan-

dard defines additional SFD sequences [33] that do not contain zero

values and have lengths of up to 32 symbols: this shall improve the

signal energy (and, therefore, the robustness) of the SFD [19].

CIR estimate. During preamble reception, coherent UWB radios

such as the DW1000 estimate a channel impulse response (CIR). The

latter yields information about the channel properties, which can be

used to evaluate the signal’s quality and suitability for ranging [45].

The CIR can also be used to resolve multi-path [27], detect non-line-

of-sight conditions [25], and enable concurrent ranging [13, 14, 28].

2.2 UWB Complex Channels

The IEEE 802.15.4a amendment introduces the concept of complex

channels to increase the number of orthogonal channels for the

transmission of UWB frames. A complex channel combines a fre-

quency channel and a preamble code.

Preamble code. A preamble code is a sequence drawn from a ternary

alphabet. The codes are designed following the Ipatov construc-

tion for perfect ternary sequences [35] and hence have an ideal

periodic auto-correlation property allowing to resolve the channel

accurately. The standard defines 24 preamble codes: 8 codes (1–8)

of length 31 are defined for the 16MHz PRF, while 16 codes (9–24)

of length 127 are intended for the 64MHz PRF. Even though pre-

amble codes are meant to have a low cross-correlation among each

other [32], this does still not allow a clear separation of complex

channels as envisaged by the standard, according to Qorvo [18].

Empirical studies. To date, only a few works have characterized

the performance of concurrent UWB communications over different

complex channels experimentally.

Different PRF. The use of preamble codes with different PRFs yields

truly-orthogonal transmissions on the same UWB frequency chan-

nel. Experiments using two concurrent transmitters using a PRF

of 16MHz and 64MHz have shown high communication reliabil-

ity [16, 62]. This triggered the adoption of PRF-based channel sepa-

ration in time slotted channel hopping (TSCH) implementations for

UWB [10, 11]. Unfortunately, off-the-shelf UWB radios typically

support only two PRFs or do not implement the lower PRFs [48, 49],

practically hindering a PRF-based channel separation.

Same PRF. Flury et al. [24] have simulated two co-located UWB

transmitters using different preamble codes with the same PRF,

showing a severe degradation of the PRR even at low traffic. Vec-

chia et al. [62] have been the first to confirm this on real hardware.

Specifically, they set up two pairs of devices exchanging data con-

currently on two complex channels, and track the PRR on both

links while varying the synchronicity of the two transmitters. They

report a mean PRR of 42–53%, and mention that the likelihood of

both transmissions being successful is highest when frames are syn-

chronized within a few 𝜇s. Synchronizing transmissions, however,

is not always possible (e.g., in the presence of co-located UWB sys-

tems). Hence, this seminal study confirms Qorvo’s statement [18]

and highlights the urgent need of methods to increase the reliability

of concurrent transmissions over different complex channels when

using preamble codes sent with the same PRF [62].
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Figure 2: UWB devices deployed within the testbed.

3 EXPERIMENTAL METHODOLOGY

We aim to identify such effective methods improving the reliability

of concurrent UWB communications. To this end, we carry out

a comprehensive experimental campaign on a real-world testbed

spanning several scenarios and various low-level configurations.

Besides studying performance as a function of the synchronization

across transmitters as previous work (§ 4), we investigate the impact

of various PHY settings (§ 5), and different carrier frequency offsets

(CFOs) among transmitters (§ 6). This campaign will prove crucial

in identifying the sought methods to improve performance (§ 7).

Hardware. We run our measurements in a testbed consisting of

29 UWB devices deployed inside an office and across a hallway of

a university building [53], covering an area of ≈207𝑚2
, as shown

in Fig. 2. All devices are Qorvo DWM1001C-DEV boards and are

mounted on a metal rail placed at a height of 2.7m from the ground.

These boards consist of a Qorvo DW1000 radio [18] attached to a

Nordic nRF52832 MCU [47] and come factory-calibrated in terms

of transmission power and antenna delay.

Test procedure. Our measurements build upon and extend those

by Vecchia et al. [62]. To establish synchronization among multiple

transmitters (which is necessary to test concurrent transmissions),

we configure the UWB devices to operate in three distinct roles:

initiator, sender, and receiver. In our setup, we employ a single

initiator and several pairs of devices consisting of one sender and

one receiver each, with each pair operating on a different complex

channel. The initiator (init) periodically broadcasts beacon frames

on a pre-defined control channel. Surrounding devices listen for

these beacons, calculate their relative CFO to the initiator using

the values in the carrier recovery integrator register, and use the

trimming feature of the radio
1
to adjust their clock frequency so to

match a pre-defined CFO 𝛾 . The surrounding devices then switch to

their designated complex channel and act as either sender (tx) or

receiver (rx). Senders use the delayed transmission feature of the

DW1000 radio [18] to align their transmissions to the same instant

𝐼𝑠𝑒𝑛𝑑 : this results in UWB frames being sent concurrently over

different complex channels
2
. To vary the level of synchronization

among senders, a transmission delay 𝛿 ∈ [−60, +60] 𝜇s is applied
to 𝐼𝑠𝑒𝑛𝑑 in steps of 5 µs (or of 1 µs within the interval ±20 µs). Each
frame has a fixed length of 120 bytes: the first 18 bytes contain

node address, message type, and a sequence number; the remaining

1
The clock frequency of the Qorvo DW1000 radio can be tuned in steps of roughly

1.5 ppm via the crystal trim register in a ±20 ppm range [18].

2
We use a fixed delay of 2ms between the rmarker of the beacon sent by the init

device and the rmarker of the frame sent by each tx device: this ensures that both tx

and rx devices have sufficient time to configure their radio and to send frames with

up to 1024 preamble symbol repetitions.

Table 2: PHY settings used in the base configuration.

Preamble symbol repetitions (PSR) 64

Pulse repetition frequency (PRF) 64MHz

Data Rate 6.8Mbps

SFD sequence IEEE 802.15.4a

(8 symbols)

Preamble code 9 and 10

bytes are generated randomly
3
. The rx devices listen for frames

sent by the paired tx device, measure the corresponding PRR, and

log debug info such as receiver failures, noise, and signal power.

Metrics. At each rx device, we study the PRR and the quality of the

received signal. The latter is computed as Amplitude to Noise Ratio

(ANR), i.e., as the ratio between the first path amplitude (𝐴𝑓 𝑝 ) and

the maximum noise amplitude (𝐴𝑛𝑜𝑖𝑠𝑒 ) of the CIR. After retrieving

𝐴𝑓 𝑝 and𝐴𝑛𝑜𝑖𝑠𝑒 from the DW1000’s rx_fqal register, we compute

𝐴𝑁𝑅 = 𝐴𝑓 𝑝/𝐴𝑛𝑜𝑖𝑠𝑒 . Note that the PRR is linked to the reliability of

communication; the ANR is proportional to the ranging quality [45].

Measurement scenarios. We perform our experiments in several

scenarios, each using a subset of the UWB devices in our testbed.

First, we focus on four scenarios inwhich two pairs of tx/rx devices

operate concurrently, as depicted in Fig. 3. This allows us to charac-

terize the performance of each device pair (i.e., tx→rx link) as a

function of different node placements and signal-to-interference

ratios (§ 4 – § 6). We then focus on a scenario in which up to 9 pairs

of devices operate concurrently, as shown in Fig. 19 (§ 7).

PHY settings.We run all our measurements on channel 5 due to

its availability on most off-the-shelf UWB radios (see Tab. 1). We

also use a PRF of 64MHz, as lower PRFs are known to perform

worse [29, 62] and are often not available in newer radios. Unless

otherwise stated, we use a default configuration (base, summarized

in Tab. 2) in which devices employ 64 PSR, a data rate of 6.8Mbps,

an 8-symbols SFD sequence, and adjust their CFO to 𝛾=0 ppm. For

the pairs of devices shown in Fig. 3, we use preamble code 9 for the

first link (link 1, red, dashed) and 10 for the second (link 2, blue,

dotted). For each measurement, every tx sends 2000 packets.

4 BENEFITS OF SYNCHRONIZATION

We next study how the level of synchronization among senders

affects the reliability of concurrent transmissions. We expect that a

tight synchronization across concurrent transmitters helps increas-

ing performance. In fact, Vecchia et al. [62] studied the reliability of

two pairs of devices transmitting concurrently on channel 4 with

a fixed PSR of 128 in two different scenarios, observing a PRR be-

tween 42% and 53%. However, when senders were synchronized

with a transmission delay |𝛿 | < 10 µs, the PRR was over 99 %.

We confirm these findings running experiments on channel 5
4

using the default base configuration described in § 3, which em-

ploys a standardized PSR of 64 (a PSR of 128 is vendor-specific).

While the sender in link 1 transmits frames 2ms after receiving the

synchronization beacon, the sender in link 2 introduces an extra

transmission delay 𝛿 between ±60 µs.
3
We consider concurrent transmissions of packets with different payload, whose

reception is harder than that of packets with the same payload [62].

4
Unlike channel 4, channel 5 is widely available in off-the-shelf UWB radios and

recommended for worldwide regulatory acceptance [60] (see Tab. 1).
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Figure 3: Sketch of the four measurement scenarios used in § 4 – § 6. The actual placement of the devices within the testbed

can be inspected by matching the device IDs to those depicted in Fig. 2. Experiments in the office use device 36 as initiator,

whereas experiments in the hallway use device 35 as initiator.

−60 −40 −20 0 20 40 60
Transmission Delay δ [µs]

0.00
0.25
0.50
0.75
1.00

PR
R

OFFICE

PRR link 1
PRR link 2

−60 −40 −20 0 20 40 60
Transmission Delay δ [µs]

0.00
0.25
0.50
0.75
1.00

PR
R

HALLWAY 1

PRR link 1
PRR link 2

−60 −40 −20 0 20 40 60
Transmission Delay δ [µs]

0.00
0.25
0.50
0.75
1.00

PR
R

HALLWAY 2

PRR link 1
PRR link 2

−60 −40 −20 0 20 40 60
Transmission Delay δ [µs]

0.00
0.25
0.50
0.75
1.00

PR
R

HALLWAY 3

PRR link 1
PRR link 2

Figure 4: PRR of two concurrent transmissions in four dif-

ferent scenarios using the base configuration.

Fig. 4 shows the PRR of the two links in the four different scenarios

as a function of 𝛿 . Focusing on the office scenario first, one can

observe that the PRR of the link in which the sender initiates the

transmission earlier
5
is close to 100 %, whereas the PRR in the other

link is close to zero (i.e., the earlier transmission overshadows the

later one). However, for |𝛿 |<10 µs, the average PRR for both links

is above 90 %, which indicates the positive impact of synchroniza-

tion and confirms the observations in [62]. A similar trend can be

observed in hallway_3. Whilst also here the earlier transmission

overshadows the later one, due to the considerable distance between

the link 2 receiver and the link 1 transmitter, the PRR of link 2 never

falls below 36% for any 𝛿 . Also in hallway_3, the average PRR of

both links is highest (≥90 %) for a tight synchronization (|𝛿 |<5 µs).
A different pattern can be seen in hallway_1 and hallway_2,

where the PRR of link 2 deteriorates at a lower 𝛿 compared to

the previous scenarios. Specifically, a transmission on link 2 has

to occur at least 20 µs and 40 µs before that of link 1 in hallway_1

and hallway_2, respectively, to have a chance of being received.

Fig. 5 shows the average PRR across the two links as a function of

|𝛿 | in all four considered scenarios. As observed in Fig. 4, whilst

hallway_3 shows a comparable trend to office (with an aver-

age PRR across both links close to 100% for low values of |𝛿 |,
5
When 𝛿 < 0, the sender of link 2 initiates the transmission earlier; when 𝛿 = 0, the

transmissions in the two links occur at the exact same time; when 𝛿 > 0, the sender

of link 1 initiates the transmission earlier.
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Figure 5: Average PRR across link 1 and link 2 as a function of

|𝛿 | in the four scenarios (base configuration). The numbers

indicate the mean PRR across all scenarios.
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Figure 6: Average ANR across the four different scenarios as

a function of the absolute transmission delay.

and close to 50% when synchronization is loose
6
), the perfor-

mance in hallway_1 and hallway_2 is considerably worse. Specif-

ically, in hallway_1 the average PRR peaks at 85.29 % for |𝛿 | ≤1 µs
and quickly drops to the 50% mark for higher values of |𝛿 |. In
hallway_2, instead, a tight synchronization across concurrent

transmitters alone does not help in allowing reception of packets in

link 2: the PRR is hence always around 50 % regardless of 𝛿 , hinting

that only link 1 operates correctly.

These results can be explained by inspecting the physical location

of the device pairs shown in Fig. 3. In office, for each link (i.e.,

device pair), the TX is closer to the RX than the transmitter in the

other link. In hallway_3, this is the case for link 2 (i.e., node 9

is closer to node 20 than node 8). In hallway_1 and hallway_2,

instead, the transmitter of the other link is always closer to RX:
in hallway_1, for example, node 8 is closer to node 24 than node 9

(and node 9 is closer to node 23 than node 8). In hallway_2, node 8

is significantly closer to node 24 than node 10, which explains why

link 2 has a PRR consistently close to zero (see Fig. 8).

We also investigate the impact of a tight synchronization across

concurrent transmitters on the ANR. Fig. 6 shows that the signal

quality of the received CIR increases linearly with |𝛿 |. In fact,

when |𝛿 |=0, the concurrently-transmitted preambles overlap en-

tirely (ANR=2.76). When |𝛿 |=60 µs, the concurrently-transmitted

preambles only overlap in the air for 4 µs, resulting in a three times

higher ANR of 9.28.

6
Note that, when the average PRR converges towards 50% for high values of 𝛿 , only

the link where the sender initiates the transmission earlier correctly receives packets.
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Figure 7: Reception status in office for different PSR.

Takeaways. When multiple UWB devices communicate concur-

rently over different complex channels, earlier transmissions have a

higher chance of being received. Often (but not always), the chances

of receiving also the later transmissions increase when the relative

delay between transmissions is low (the smaller the better). Based

on these findings, we propose an enhanced configuration named

sync, in which concurrent transmitters maintain a synchronization

within ±1 µs. The use of sync (which is equivalent to the base con-

figuration with |𝛿 | ≤1 µs) allows to obtain an average PRR across

the 4 considered scenarios of 83 %, as shown in Fig. 5.

5 OPTIMIZATION OF PHY SETTINGS

Building upon our experiments in § 4, we first shed light on the

cause for packet loss (§ 5.1), identifying the incorrect detection of

the SFD within the SHR as one of the main sources of problems. We

then investigate the impact of different SHR settings, including pre-

amble lengths (§ 5.2), preamble codes (§ 5.3), and SFD sequences (§ 5.4)

on the reliability of concurrent transmissions over different complex

channels.

5.1 Understanding Packet Loss

We inspect the receiver status information of rx nodes to identify

the root cause of packet loss. Fig. 7(a) breaks down the correct

and incorrect receptions in office as a function of |𝛿 |. Most errors

when |𝛿 | > 10 occur while decoding the PHR, whereas only a

small fraction of errors are payload-related (i.e., are Reed-Solomon

decoding errors).

The most obvious reason for a physical header error (PHE) is the

presence of an interference signal during the reception of the PHR.

However, the transmission of the PHR commonly takes only 19 µs

when using the nominal data rate of 850 kbit/s, and Fig. 7(a) hints

that PHEs are dominant even for |𝛿 | >19 µs, leading to a different

explanation. Earlier work has shown that Qorvo’s DW1000 and

DW3000 radios may identify arbitrary radio signals (e.g., Wi-Fi 6E

traffic) as preamble symbols or as SFD [53]. We hence infer that the

concurrent transmissions on another complex channel may trigger

an erroneous SFD detection, which causes the radio to attempt

decoding the PHR before it was sent.

Increasing the robustness of the SHR and the probability to correctly

detect the SFD should hence improve the reliability of concurrent

transmissions over different complex channels.
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Figure 9: Average ANR across the four scenarios for an in-

creasing number of PSR when using a fixed |𝛿 | ≤1 µs.

5.2 Impact of the Preamble Length

The length of the preamble plays a crucial role w.r.t. the robustness

of the SHR and of a UWB frame in general [29]: while short pream-

bles increase energy efficiency, long preambles improve reliability.

To examine the impact of the preamble length, we repeat the ex-

periments shown in § 4 by varying the number of PSR between 64

and 1024 symbols.

Figs. 7(b–d) illustrate our results, revealing that longer preambles

increase the PRR and relax the necessary synchronization across

concurrent transmitters to reliably communicate. For example, in

office, to achieve a PRR of 90 %, one requires |𝛿 | < 9 µs when using

64 PSR, whereas |𝛿 | < 12, 14, and 20 µs is sufficient when using 128,

512, and 1024 PSR, respectively.

Notably, the number of Reed-Solomon errors does not increase

with 𝛿 , which supports our previous assumption. Fig. 8 shows the

benefits introduced by a higher number of PSR in the four scenarios.

In office, the PRR
7
grows from 71.84 % to 89.83 % when increasing

the number of PSR from 64 to 1024. In hallway_1, hallway_2, and

hallway_3, the increase in PSR leads to a less pronounced (but still

significant) improvement in PRR of 7.8, 3.3, and 5.7%, respectively
8
.

Fig. 9 shows the signal quality in terms of ANR for increasing pre-

amble lengths, averaged over the four different scenarios. Note

that, to avoid mixing the impact of the transmission delay on the

results, the figure only shows the case in which |𝛿 | ≤1 µs (sync).
The ANR increases by 45% when increasing the number of PSR

from 64 (ANR=3.31) to 1024 (ANR=4.81).

Takeaways. Increasing the number of PSR improves the signal

quality and allows to increase the reliability of concurrent commu-

nications (i.e., one can achieve a comparable PRR than when using

less PSR with more relaxed synchronization constraints). The use

of a higher PSR comes with a higher energy expenditure, which

will be quantified in § 7.

5.3 Impact of the Preamble Code

All previous experiments have been performedwith preamble codes

9 (for link 1) and 10 (for link 2). Since 16 preamble codes are defined

7
Note that the PRR is averaged for different values of 𝛿 (i.e., across the entire ±60
interval captured in our experiments, as described in § 3).

8
Note that a slight drop in PRR is visible when using 128 instead of 64 PSR. This is

likely because we have performed measurements with 64 PSR using the optimized

receiver configuration (i.e., the dwt_configurefor64plen() function), as suggested
by the Qorvo DW1000’s API guide [15].
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Figure 10: Correlation matrix for the 16 preamble codes used

with 64MHz PRF.
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Figure 11: PRR of different preamble code combinations (𝑖, 𝑗)
in office relative to the use of (9, 10)7.

by the standard for a PRF of 64MHz (numbered from 9 to 24), we

examine if and to which extent their choice affects the performance

of concurrent transmissions.

As discussed in § 2.2, although preamble codes were designed to

have an ideal auto-correlation property, some correlation among

different codes remains [18]. We quantify the latter by defining the

normalized cross-correlation coefficient 𝐶 of two codes (𝑖, 𝑗)9, and
illustrate 𝐶 for all code combinations in Fig. 10. Preamble codes

9–12 and 17–20 share a low cross-correlation (0.125) among each

other (lighter color).

To investigate the impact of an increasing cross-correlation coeffi-

cient, we repeat the previous experiments with other preamble code

combinations in the office scenario. Fig. 11 shows the PRR obtained

with a given PSR and preamble code combination relative to the

PRR obtained with the same PSR when using preamble codes 9 and

10. We observe similar PRR values (at most a 5.4 % deviation) when

using preamble code combinations having a low 𝐶 such as (17,18),

(9,11), and (9,12), whereas we notice a significant decrease (by up to

23.11 %) when using preamble code combinations having a high 𝐶 .

When using 1024 PSR, there is no difference in the observed PRR,

regardless of the chosen preamble code combination and its cross-

correlation. This hints that the use of a long preamble allows to

neutralize the negative impact caused by the use of preamble code

combinations with high𝐶 . In terms of signal quality, the ANR does

not show a significant relation to 𝐶 .

9
Let 𝑐𝑜𝑟 (𝑖, 𝑗 ) be the correlation between two codes 𝑖 and 𝑗 . As sug-

gested in [34], we define their normalized cross-correlation coefficient

𝐶 (𝑖, 𝑗 ) =𝑚𝑎𝑥 ( |𝑐𝑜𝑟 (𝑖, 𝑗 ) | )/
√︁
𝑚𝑎𝑥 ( |𝑐𝑜𝑟 (𝑖, 𝑖 ) | ) ∗𝑚𝑎𝑥 ( |𝑐𝑜𝑟 ( 𝑗, 𝑗 ) | ) .
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Takeaways. Selecting preamble codes having low cross-correlation

improves reliability, especially for transmissions with short pream-

bles. Using 1024 PSR yields the same PRR regardless of the employed

preamble code combination.

5.4 Impact of the Start-of-Frame Delimiter

With the introduction of the IEEE 802.15.4z amendment [33], new

SFD sequences have been introduced. Because of their extended

length (up to 32 symbols) and the absence of zeros, these new SFD

sequences are supposedly more resilient, making them a promising

choice to enhance the reliability of the SFD detection. Although

the DW1000 radio used in our experiments was introduced be-

fore the IEEE 802.15.4z amendment (and hence does not implement

these new sequences), it allows to use user-defined spreading se-

quences [18] up to a length of 16 symbols. We use this feature to

enable the new IEEE 802.15.4z SFDs on the DW1000, and verify that

a radio implementing the new SFD sequences (the Qorvo DWM3001

CDK) can correctly receive the transmitted frames.

Fig. 12 shows the average PRR of the two links across the four

examined scenarios as a function of the employed SFD sequences

and number of PSR. Using the new SFD sequences is particularly

beneficial when using large preambles (i.e., with 1024 PSR), where

the average PRR increases from 68.12% to 84.98%. For shorter

preambles, we observe a slight decline in PRR up to 3% when using

the new SFD sequences.

Fig. 13 shows the average PRR sustained when using the three SFD

sequences in combination with a PSR of 1024 for each scenario.

The use of the longer SFD allows to reach a perfect reliability in

office and hallway_3, increases the PRR from 54.23 % to 89.51 %

in hallway_1, and allows link 1 to sustain a perfect reception in

hallway_2 (although link 2 is still unusable). In terms of signal

quality, the used SFD sequence has a negligible impact on the ANR:

in fact, the CIR estimation is based on the preamble sequence only.

Takeaways. Using the SFD sequences from the IEEE 802.15.4z

amendment in combination with a high number of PSR allows to

effectively improve reliability.

Based on these findings, we propose an enhanced configuration op-

timizing the radios’ PHY settings, named opt (Tab. 3), in which we

use 1024 PSR in combination with the length-16 IEEE 802.15.4z SFD

sequence. As shown in Fig. 13, opt sustains an average PRR of 85 %
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Table 3: PHY settings used in the opt configuration.

Preamble symbol repetitions (PSR) 1024

Pulse repetition frequency (PRF) 64MHz

Data Rate 6.8Mbps

SFD sequence IEEE 802.15.4z

(16 symbols)

Preamble code 9 and 10
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Figure 14: Mean PRR of link 1 (red) and link 2 (blue) in each

scenario when using base as a function of 𝛾 .
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Figure 15: Mean PRR of link 1 (red) and link 2 (blue) in each

scenario when using opt as a function of 𝛾 .

across the four scenarios compared to the 59 % of the base configu-

ration. Thus, while using opt increases airtime and hence decreases

energy efficiency compared to base, it allows for coexistence among

different uncooperative UWB-based systems or devices, especially

in the absence of clear-channel assessment capabilities that UWB

unfortunately lacks.

6 UTILIZING CLOCK DETUNING

A few recent works have emphasized the impact of the CFO on

the reliability of concurrent transmissions [5, 39, 41]. We hence

artificially vary the CFO between device pairs in each scenario

depicted in Fig. 3, so to investigate the impact of the CFO on the

separation of UWB complex channels.

To this end, as discussed in § 3, upon the reception of the initiator’s

beacon we let link 1’s TX and RX use the radio’s trimming feature

to set a CFO of 0 with respect to the initiator. However, we now

configure link 2’s TX and RX to match a CFO 𝛾 , which we vary

between 0 and 19.5 ppm in steps of 1.5 ppm
1
. We then send 2000

packets per measurement using a randomized transmission delay

𝛿 ∈ [−60, +60] 𝜇s in the base configuration and 𝛿 ∈ [−1, +1] 𝜇s
in sync (instead of enforcing specific values at fixed steps) to better

generalize our results. We also run an opt configuration resembling

base, but with optimized PHY settings, as detailed in § 5.4 and

summarized in Tab. 3.

Impact on reliability. Figs. 14 and 15 show that larger CFOs across

concurrent transmitters (i.e., larger values of 𝛾 ) help increasing the

PRR, (i) both in presence and in absence of a tight synchronization
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Figure 16: Reliability as a function of an increasing𝛾 averaged

across the four considered scenarios.
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Figure 17: ANR as a function of an increasing CFO averaged

over the four investigated scenarios.

(sync) across concurrent transmitters, as well as (ii) with or without

optimized PHY settings (opt).

In office and hallway_3, the use of a tight synchronization and/or

of optimized PHY settings already allows to sustain a PRR of 100%

on both links regardless of 𝛾 . When using base alone, instead, the

PRR in these two scenarios grows by 7% and 8%, respectively, when

increasing 𝛾 from 0 to 19.5.

In hallway_1, the use of sync or opt alone in absence of CFO (i.e.,

when 𝛾 = 0) is not sufficient to sustain a PRR close to 100% on

both link 1 and link 2. However, introducing a CFO allows to obtain

a PRR ≈ 100% when using base + sync with 𝛾 = 19.5, and when

using opt (+sync) with 𝛾 ≥ 4.5.

In hallway_2, regardless of 𝛾 , the use of sync or opt allows a per-

fect reception over link 1 (red), which is not possible with the base

configuration alone. When using opt (+sync) with 𝛾 > 15 ppm,

also a few packets over link 2 (blue) start to be received: the com-

bined PRR grows from 50% (i.e., only link 1 operational) up to

61.95 % (i.e., a few packets within link 2 can now also be received).

While this PRR is still insufficient to allow a proper communication

on link 2, we will show in § 8 that aggressively detuning the CFO

further by fine-tuning the operating parameter set (OPS) of the

radio allows to boost the PRR of link 2 well above 90%.

Fig. 16 shows the PRR averaged across all scenarios as a function

of 𝛾 , and confirms that introducing a CFO across concurrent trans-

mitters helps increasing reliability for all explored configurations

(base, base + sync, opt, opt + sync). Already when introducing a

CFO of 4.5 ppm, we observe an average improvement in PRR across

all scenarios by 4.13 % with base and 2.54 % with opt. An interest-

ing observation that stems from Fig. 16 is that the PRR obtained

when using opt + sync is on par with the PRR obtained using opt

alone. This hints that the use of opt allows to forego the need for

a tight synchronization, as further elaborated in § 7.

Impact on signal quality. Fig. 17 shows that introducing a CFO

also increases the signal quality for both the base and opt configura-

tion. In fact, the ANR improves from 2.69 to 7.13 when introducing

a CFO of 19.5 ppm using base (from 4.10 to 9.84 when using opt),

and the improvement is already quite significant for small offsets

(e.g., 4.5 ppm). Note that, as in Fig. 9, we consider the case in which

|𝛿 | ≤1 µs (sync) to avoid mixing the impact of the transmission

delay on the results. Fig. 18 visualizes the improvements in signal

quality by showing 100 CIR estimates recorded on node 36 in the
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Figure 18: Excerpts of CIR estimates recorded in office using

base and opt with increasing CFOs. The CIRs are aligned to

the detected first path (red dashed line).

office scenario with different CFOs using both the base and opt

configurations (with the black and grey line indicating the median

and maximum measured amplitude value for each sample, respec-

tively). Visibly, when increasing 𝛾 , the noise in the CIR reduces,

which ultimately leads to a higher ANR.

We conjecture the improvement in signal quality when introducing

a CFO is due to a phase shift during the reception of the SHR.

Indeed, the impact of the CFO on the cross-correlation of different

preamble codes can be modelled as described by Liu et al. [34].

In future work, we will investigate this aspect using signal-level

simulation (see § 8).

Takeaways. Detuning the clock (i.e., introducing a CFO across

concurrent transmitters) can complement the use of a tight syn-

chronization and optimized PHY settings to effectively increase

the reliability and signal quality of concurrent communications.

Introducing small offsets (e.g., 4.5 ppm) is already quite effective,

as visible in Figs. 16 and 17. Based on these findings, we propose

an enhanced configuration introducing a CFO of 5 ppm between

devices operating on different complex channels, named detune,

as further elaborated in § 7. Utilizing detune on top of the base

configuration across the four investigated scenarios improves the

PRR by 6.57 % and the ANR by 47% (i.e., from 4.30 to 6.32).

7 PUTTING THINGS TOGETHER

§ 4–6 have shown the effectiveness of three tuning levers (sync, opt,

and detune) to increase the performance of concurrent UWB com-

munications. We consider next all possible permutations of sync,

opt, and detune, evaluating their performance with up to nine con-

current transmissions in terms of communication reliability (§ 7.1)

and ranging performance (§ 7.2). We then discuss the applicability

of these tuning levers in real-world use cases, their management

overhead, channel occupancy, and energy efficiency (§ 7.3).

7.1 Reliability of Multiple Transmissions

To investigate the effectiveness of the proposed tuning levers (sync,

opt, detune) and their combinations in increasing the reliability

of communications when scaling up the number of concurrent

transmitters, we focus on a scenario in which up to 9 pairs of

devices transmit data concurrently.

Experimental setup. As shown in Fig. 19(a), we reuse a portion

of the nodes installed in the testbed (see Fig. 2) to form nine TX–RX
devices pairs (links 1–9) using preamble codes 9–17 (i.e., operating

on nine different complex channels). As for § 3–6, we send 2000

frames with randomized payload, and vary the synchronization
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Figure 19: Setup to evaluate the reliability and ranging per-

formance of multiple concurrent transmissions.

Table 4: Configurations tested in § 7.

Configuration PHY 𝛾 𝛿

base ±60 µs 0 ppm

base +detune PSR: 64 5 ppm

base +sync SFD: 802.15.4a ±1 µs 0 ppm

base +sync +detune 5 ppm

opt ±60 µs 0 ppm

opt +detune PSR: 1024 5 ppm

opt +sync SFD: 802.15.z-16 ±1 µs 0 ppm

opt +sync +detune 5 ppm

across concurrent transmitters by applying a random transmission

delay 𝛾 ∈ [−60, +60] 𝜇s to resemble uncoordinated arbitrary traffic.

We use a baseline configuration (base) using the PHY settings listed

in Tab. 2. opt uses 1024 PSR in combination with the length-16

IEEE 802.15.4z SFD sequence (see § 5.4). sync employs a random

transmission delay within ±1 µs (see § 4).
The use of detune demands a separation of at least𝛾=5 ppm among

complex channels (see § 6): considering the ±20 ppm trim range

of the DW1000 radio, this allows us to use up to nine complex

channels
10
. We hence let each link’s TX and RX devices calculate

their relative CFO to an initiator (init node 36) periodically broad-

casting beacons and adjust their clock frequency as to match an

alternating CFO
11
. Tab. 4 summarizes the configurations tested in

our experiments.

Results. Fig. 20 shows the PRR as a function of the number of

complex channels used simultaneously (i.e., 1 complex channel

means that only link 1 is active, 2 complex channels means that

link 1 and link 2 are concurrently active, etc.).

The reliability of base drops with the number of concurrent trans-

missions (with a PRR of only 22% across 9 links). Whilst base+

detune does not help improving reliability, the use of base+sync

is quite effective (we observe a PRR of 91.33 % and 75.75 % for seven

and nine concurrent transmissions, respectively). When using de-

tune in combination with base and sync, we observe an even

higher PRR (94.73% and 87.43% for seven and nine concurrent

transmissions).

The use of optimized PHY settings leads to the best results: opt

alone allows to sustain a PRR of 94.03 % for nine concurrent trans-

missions (outperforming the PRR obtainedwith base+sync+detune).

10
Note that 9 is a limit dictated by the trim range of the DW1000 radio and by the use

of 𝛾=5 ppm. Decreasing 𝛾 and using a radio supporting a higher trim range would

allow to support a higher number of complex channels.

11
We set link 1: 0 ppm, link 2: 5 ppm, link 3: -5 ppm, link 4: 10 ppm, link 5: -10 ppm,

link 6: 15 ppm, link 7 : -15 ppm, link 8: 20 ppm, link 9: -20 ppm.
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Figure 20: Reliability (PRR) of different configurations for

an increasing amount of complex channels.
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Figure 21: Signal quality (ANR) of different configurations

for an increasing amount of complex channels.

The highest reliability is observed with opt+detune, which allows

to sustain a near-perfect reception (a PRR of 99.81 %) for nine con-

current transmissions. In line with what observed in § 6, the use of

sync in addition to opt does not improve reliability further. Notably,

these results show little deviation among the different concurrent

links, indicating a low device-specific impact on the results.

Fig. 21 shows the signal quality as a function of the number of

complex channels used for different combinations of tuning levers.

In general, the ANR decreases with the number of complex channels

when using base and opt alone. The use of sync on top, as shown

in § 4 (Fig. 6) reduces the ANR further. Importantly, in line with the

results shown in § 6, the use of detune on top of base and opt

allows to boost the signal quality. When using opt+detune(+sync),

the ANR becomes even higher when using several complex chan-

nels simultaneously. The reason can be found in the number of

preamble symbols used during the preamble accumulation in the

radio diagnostics. Notably, the DW1000 radio does not accumulate

all transmitted preamble symbols during the synchronization, but

stops after exceeding a saturation threshold. With only one complex

channel, the receiver accumulates on average only 271 out of 1024

preamble symbols. With 9 concurrently-used complex channels,

571 out of 1024 preamble symbols are considered, which reduces

the noise at the receiver when using detune.

7.2 Impact on Ranging Performance

We study next whether the proposed tuning levers affect the accu-

racy and precision of UWB ranging measurements.

Experimental setup. We use the setup shown in Fig. 19(b) to per-

form 2000 double-sided two-way ranging measurements between

an initiator (node 36) and a responder (node 32) in the presence of

up to 8 additional nodes communicating on other complex channels
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Figure 22: Ranging performance of different configurations

for an increasing amount of complex channels.

(i.e., practically interfering with the second message sent within

the ranging process between the responder and the initiator).

Results. Fig. 22 shows the accuracy and precision of the obtained

rangingmeasurements as a function of the number of simultaneously-

active complex channels. Both ranging accuracy and precision de-

crease when several complex channels are operating concurrently.

Specifically, the median of the introduced ranging offset in the

presence of more than four concurrent transmitters increases by

69mm and 52mm when using base and opt alone, respectively. In

line with the trends shown by the ANR, the use of sync does not

improve ranging performance, whereas the use of detune allows

to decrease the ranging offset median to 22mm (base+detune),

27mm (opt+detune), or 17mm (opt+sync+detune).

Therefore, the introduced tuning levers not only increase the relia-

bility of communications compared to base (§ 7.1): they also reduce

the ranging offset caused by concurrent transmissions in other

complex channels. That is, the proposed methods can be used to

improve and scale up UWB systems while retaining the ability to

perform cm-accurate ranging.

7.3 Applicability of the Proposed Methods

We have shown in § 7.1 and 7.2 how sync, opt, and detune (and

permutations thereof), can improve reliability and ranging perfor-

mance for up to 9 concurrent transmitters on the same frequency
10
.

Yet, real-world wireless systems often need to satisfy strict require-

ments, which may require compromises w.r.t. the use of these tech-

niques. We hence highlight next each technique’s benefits and costs.

sync. In order to use sync in real-world applications, devices must

adhere to a common time source and maintain a transmission delay

|𝛿 | ≤ 1 µs. Establishing synchronization in low-power wireless net-

works has been well-investigated [59], and large-scale time-division

multiple access (TDMA) based media access (MAC) protocols such

as TSCH are capable of establishing sub-𝜇s synchronization [21]

even over multiple hops
12
. Such concepts have already been ported

to and provenwith UWB [11]. Moreover, the excellent timing resolu-

tion of UWB flooding-based approaches has been shown to provide

ns-accurate synchronization [41], and can be readily leveraged.

However, sync has two main drawbacks. Firstly, maintaining syn-

chronization may increase the communication overhead as well as

12
Note that, to apply sync, only a synchronization within the direct neighbourhood is

required: there is no need for an expensive network-wide synchronization.
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Figure 23: PRR for the opt parameter set with different OPS,

for increasing CFOs in the hallway_2 secenario.

the overall complexity [59], imposing an additional energy cost
13
.

Secondly, one cannot synchronize unmanaged devices, such as

those present in a co-located but independently-deployed UWB

systems from a different vendor.

sync is hence suitable for systems where synchronization is inherent

within the underlying protocols, such as systems using a TDMA- or

flooding-based protocol (e.g., IEEE 802.15.4 TSCH-based networks used

in industrial deployments), but does not provide a solution for the

coexistence with co-located systems from different vendors.

opt. Due to the lack of clear-channel assessment capabilities of

UWB radios – that could prevent colliding transmissions and would

allow the consecutive transmission using the base configuration –

optimizing UWB PHY settings represents the most effective way

to increase reliability in the presence of interference from other

UWB devices. This is also applicable when faced with external

interference from co-located UWB networks deployed by other

vendors. Unlike sync, configuring the PHY settings is a one-time

or on-demand activity, which does not incur a continuous man-

agement overhead. However, the large improvement in reliability

brought by opt comes at the cost of longer packet airtime, which

increases latencies and reduces the system’s throughput and energy

efficiency. The base configuration employs a short preamble and

SFD: sending a 120-byte frame hence takes 236.35 µs (assuming a

data rate of 6.8Mbit/s). Conversely, the opt configuration takes

1221.27 µs for the same amount of data (i.e., 4.6x more). When using

a DW1000 radio, this means an energy consumption of 41.76 µJ (TX)

and 87.94 µJ (RX) with base, and of 258.96 µJ (TX) and 443.40 µJ (RX)

with opt [17].

opt is hence most suitable when there is a need to coexist with other

nearby UWB systems, but only when energy consumption is not an

overriding concern (e.g., in systems involving UWB-enabled smart-

phones, where the energy consumed by the UWB radio is a tiny fraction

of the overall energy usage).

detune. As shown in the previous sections, not only does CFO

detuning help to improve reliability and ranging performance, but

it presents the opportunity to ‘piggyback’ on mechanisms already

inherent within the IEEE 802.15.4 standard. By introducing addi-

tional diversity through the CFO, detuning supports scalability

and minimizes internal interference within the UWB system, but

introduces complexity in the form of a scheduling problem, as trans-

mitting nodes must ensure orthogonality. However, this could also

align with current approaches in time-synchronized wireless sen-

sor networks. For example, adopting the approach of IEEE 802.15.4

13
Even though the energy overhead of synchronization can be optimized, e.g., by using

adaptive synchronization [8, 57], the tradeoff between necessary synchronization

accuracy and energy consumption imposes significant challenges, primarily when

relying on an energy-efficient real-time clock instead of the high-precision radio-clock

found on UWB radios.

TSCH-based systems, one can extend the definition of a complex

channel from (freq, pc) to (freq, pc, cfo), with freq being the
frequency channel, and pc the preamble code. Importantly, de-

tuning comes at zero cost w.r.t. energy, channel occupancy, and

throughput; furthermore, extending signalling mechanisms that

are already present within the standard would incur little or no

additional overhead.

detune can hence scale up UWB-based systems in single-vendor sce-

narios, where devices are managed. While the added CFO diversity

does not address the issue of external interference from unmanaged

co-located networks, there is the opportunity to explore how to improve

poorly-performing channels (e.g., through the random selection of a

new CFO, or by identifying the interference and adjusting the CFO ac-

cordingly). Such approaches would also combat external interference.

Recommendations. In light of the aforementioned benefits and

drawbacks associated with these three methods, and considering

results presented in § 4–6 as well as § 7.1–7.2 where we explore

different permutations thereof, we can hence broadly recommend

the following for practitioners wishing to employ these techniques

within their systems: (i) in low-energy systems, base+sync+detune

provides the best performance; (ii) in scenarios where energy require-

ments are not so strict, then opt+detune should be used.

8 DISCUSSION AND FUTUREWORK

Device-specific receiver optimizations. In this paper, we derived

methods that can be implemented using any standard-compliant

radio. In principle, one could also leverage vendor-specific exten-

sions to further improve performance. For example, one could use

the three operating parameter sets (OPS) offered by the DW1000

radio (default, length64, and tight [18])
14

to improve the ef-

fectiveness of detune. Fig. 23 shows the mean PRR of link 1 (red)

and link 2 (blue) in hallway_2 when using opt as a function of

different CFOs. As seen in § 3–6, hallway_2 is particularly chal-

lenging due to the relative placement of the nodes (causing a high

signal-to-interference ratio), and none of the proposed tuning levers

(opt, sync, detune) seemingly allows to receive the packets sent in

link 2 (see Fig. 15). Interestingly, using detune in conjunction with

specific OPS allows reliably receiving these packets. In fact, when

using the tight OPS with a CFO of 6 ppm, we sustain a 93.86% PRR.

This hints that the separation between complex channels can be

increased by configuring a tighter CFO range via the OPS.

Features of next-generation UWB transceivers.While Qorvo’s

DW1000 radio has been the foundation for most UWB research in

recent years, with the introduction of the IEEE 802.15.4z amendment

a new generation of UWB radios has emerged (such as the Qorvo

DW3000) with additional features and improvements. Studying

whether our findings apply also to these radios is hence a very

interesting avenue for future work. Indeed, we expect that these

radios will further improve the performance of the tuning levers

proposed in this work. For example, besides the support of channel 9,

the Qorvo DW3000 offers more fine-grained control of the clock

trim and finer tuning of the preamble length: these should allow,

14
While the user manual recommends using the default setting [18], it states that

each OPS allows to limit the range of the feasible CFO between transmitter and receiver

(default: ±40 ppm, length64: ±15 ppm, tight ±1 ppm) by restricting the pull-in

range of the receiver’s phase-locked loop.
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respectively, to increase the accuracy and effectiveness of detune

and to further improve the energy efficiency of opt.

Beyond empirical evidence. Most of the insights presented in

this work are of empirical nature, and hence inherently linked to

the studied scenarios (cf. Fig. 3 and Fig. 19). In the future, to better

generalize our findings, we plan to carry out similar investigations

in a controllable, wired experimental setup.

Better understanding of the role of the CFO. In § 6 we have ar-

gued that the underlying reason for the signal quality improvement

obtained when introducing a CFO is likely a phase shift during the

reception of the SHR. We plan to validate this conjecture in the near

future using a full signal-level simulation and an in-depth analysis

on a conducted measurement setup.

Use of secure ranging. New-generation UWB radios compliant

to IEEE 802.15.4z enable a secure estimation of the time-of-arrival

of the signal by introducing a scrambled timestamp sequence (STS)

within the transmitted frames [58]. Like the preamble acquisition

of the SHR, the STS correlates against a known sequence. However,

STS symbols do not follow the Ipatov construction and might share

a high cross-correlation with other symbols on the air. Future work

should hence investigatewhether performance dropswhenmultiple

frames embedding an STS are sent concurrently. Should this be

the case, the ability to fine-tune the STS length could be used (and

added to opt) to tackle the issue.

Extension of UWB MAC protocols. Our findings can be used

to enrich many of the UWB MAC protocols proposed in the litera-

ture. For example, TSCH could be extended by including complex

channels as additional component within the traditional TDMA

schedule. When using the base configuration to prioritize energy,

sync would be provided for free through the existing TSCH sub-

𝜇s synchronization mechanisms [21]. One could also adapt the

TSCH schedule to accommodate longer slot times (e.g., through

dynamic slots [4]) and prioritize reliability using opt. Alternatively,

random access protocols for UWB [3] could make use of the opt

configuration to improve channel separation.

9 RELATEDWORK

Following the growing popularity of UWB technology and its in-

creasing use to design location-aware IoT applications, a large num-

ber of research studies have focused on improving the reliability

and performance of UWB-based systems.

Fine-tuning UWB PHY settings. Several works have studied the

impact of different PHY settings on the reliability of UWB com-

munication [2, 29, 62] and ranging [26, 44], but without focusing

on concurrent transmissions over different complex channels. In

this work, we have been – to the best of our knowledge – the first

to analyze the impact of several UWB PHY settings on the relia-

bility of communications as well as on the accuracy and precision

of ranging in the presence of multiple concurrent transmissions.

Ansaripour et al. [3] have previously shown using the DW3000 ra-

dio that a low preamble acquisition chunk (PAC) size – a parameter

that impacts the number of preamble symbols that are correlated

in parallel – could reduce the interference across complex chan-

nels. However, a low PAC size is typically recommended for short

preambles only [18]. In our experiments, we have used exclusively

the vendor’s recommendation for the PAC size, which scales along

with the preamble length [18].

ConcurrentUWB transmissions.Concurrent transmissions have

gained popularity in the low-power wireless community within the

last decade [9, 65]. This holds true also for UWB systems since solu-

tions based on the Glossy work [23] have been ported to UWB [41],

sparking follow-up research enabling highly-reliable and energy-

efficient UWB communication [37, 39, 56, 61]. However, this body

of work leverages concurrent transmissions to disseminate a single

message and to provide synchronization over a network. In contrast,

our work aims to enable the transmissions of multiple concurrent

messages on different complex channels.

As detailed in § 2.2, only a few works have previously attempted to

characterize the performance of concurrent UWB communications

over different complex channels experimentally. Flury et al. [24]

have simulated the impact of multi-user interference (MUI) on

energy detection-based UWB receivers. Vecchia et al. [62] have

demonstrated the unreliability of concurrent transmissions over

different complex channels on off-the-shelf UWB hardware, sug-

gesting the use of a tight synchronization to improve performance.

Our work builds on top of their observation, suggests additional

enhancements that can be used in combination (or in absence) of a

tight synchronization to significantly boost performance.

CFO across concurrent transmitters. Existing literature men-

tions that a large CFO across concurrent transmitters typically

results in a fast beating pattern, which is deleterious for communi-

cation [5, 46]. These works, however, refer to concurrent transmis-

sions within the same Glossy-based flood. Instead, we show that

introducing a large CFO across independent concurrent transmit-

ters allows to improve performance over different complex channels.

In a prior poster abstract [52], we have laid out this idea. This paper

validates this hypothesis with a thorough empirical validation, and

proposes its concrete use (detune), alongside with several other

enhancements, analyzing their benefits and drawbacks.

10 CONCLUSION

This paper provides concrete methods enabling co-located UWB

devices to reliably transmit data concurrently over different com-

plex channels while retaining the ability to carry out cm-accurate

ranging. In detail, we present and experimentally evaluate three

tuning levers – namely the synchronization of transmissions, the

optimization of PHY settings, and the detuning of the CFO among

different transmitters – that can improve the separation of concur-

rent transmissions over different complex channels. We empirically

show the effectiveness of the proposed methods (as well as their

combinations), discussing both their advantages and drawbacks.

We then show how the proposed tuning levers enable more than

eight concurrent UWB transmissions on the same frequencies sus-

taining a PRR above 99%, significantly advancing the state of the

art. We also highlight how the accuracy and precision of concur-

rent ranging measurements is unaffected, i.e., our methods can be

used to improve and scale up UWB systems while retaining their

ability to carry out centimetre-accurate ranging. We believe that

our findings will be crucial in enabling the design of robust UWB-

based localization systems that scale to large areas and coexist with

co-located systems.
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